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We study analytically and numerically a one-dimensional model of interacting line defects (steps)
fluctuating on a vicinal crystal. Our goal is to formulate and validate analytical techniques for ap-
proximately solving systems of coupled, nonlinear stochastic differential equations (SDEs) governing
fluctuations in surface motion. In our analytical approach, the starting point is the Burton-Cabrera-
Frank (BCF) model, by which step motion is driven by diffusion of adsorbed atoms on terraces and
atom attachment-detachment at steps. The step energy accounts for entropic and nearest-neighbor
elastic-dipole interactions. By including Gaussian white noise to the equations of motion for terrace
widths, we formulate large systems of SDEs under different choices of diffusion coefficients for the
noise. We simplify this description via (i) perturbation theory and linearization of the step interac-
tions and, alternatively, (ii) a mean-field (MF) approximation whereby widths of adjacent terraces
are replaced by a self-consistent field but nonlinearities in step interactions are retained. We derive
simplified formulas for the time-dependent terrace width distribution (TWD) and its steady-state
limit. Our MF analytical predictions for the TWD compare favorably with kinetic Monte-Carlo
simulations under the addition of a suitably conservative white noise in the BCF equations.

PACS number(s): 81.15.Aa, 05.10.Gg, 68.35.Ja, 05.40.-a

I. INTRODUCTION

Stochastic fluctuations are ubiquitous in material sys-
tems. Physical systems of interest that exhibit fluctu-
ations include epitaxially grown crystals [1] as well as
biosensors and biologically inspired membranes [2]. The
role of stochastic effects in the nonlinear dynamics of
crystal surfaces, in particular, has been the subject of ex-
tensive studies, both experimental and theoretical [3–7].
In this context, understanding the interplay of nonlinear
evolution and noise leads to challenging questions, many
of which remain unexplored.
Vicinal crystals are characterized by nanoscale terraces

oriented in the high-symmetry direction and separated by
line defects (steps) of atomic height [3, 8]. The total num-
ber of steps is fixed by the miscut angle of the crystal.
The motion of steps drives the dynamics of crystal sur-
faces at large scales. The step fluctuation laws provide
valuable information for the dominant mass transport
mechanisms on surfaces of crystalline solids [3].
In this paper, we study by methods of stochastic cal-

culus, asymptotics and kinetic Monte Carlo (kMC) sim-
ulations the step fluctuations in a one-dimensional (1D)
geometry. The steps are assumed to be straight, mono-
tonic, and interact entropically or as elastic dipoles. This
setting leads to a large system of stochastic differen-
tial equations (SDEs) for the terrace widths. Our main
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goal is to simplify this system and extract explicit for-
mulas for the terrace width distribution (TWD). We
invoke two distinct analytical techniques, and compare
our results to 1D kMC simulations. Our techniques are:
(i) perturbation theory and exact computation of vari-
ances for linearized SDEs; and (ii) a mean field (MF)
approximation, on the basis of kinetic Bogoliubov-Born-
Green-Kirkwood-Yvon (BBGKY)-type hierarchies [9] for
terrace-terrace correlation functions. In the course of our
study, we assume that steps interact strongly enough in
order to enable simplifications.
With this work, we intend to explore advantages and

limitations of analytical techniques, e.g., the MF ap-
proach, for large stochastic systems in a relatively sim-
ple setting (which allows tractable yet nontrivial com-
putations). Our approach aims to complement previous
treatments of step fluctuations in the presence of mate-
rial deposition from above in 1D [7, 10] . In [7, 10], steps
are non-interacting and the related SDEs are perturbed
around the terrace width average. In the present paper,
we introduce the more realistic element of dipolar step-

step interactions and retain nonlinearities in the SDEs.
As a result, a noncrossing condition for steps is drasti-
cally enforced. In the MF picture, the germane SDEs
lead to a nonlinear equation for the stochastic process of
a single terrace. The corresponding Fokker-Planck-type
equation (FPE) unravels a rich behavior of the TWD. In
principle, linearized models fail to capture essential fea-
tures of this behavior. Our approach points to this con-
clusion via MF approximations consistent with BBGKY
hierarchies, and comparisons with kMC simulations.
Our analysis is mainly limited by (i) the 1D character

of the geometry, and (ii) our assumption of statistical
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independence in implementing the MF approximation.
First, the steps are straight and, thus, their meandering
and curvature are eliminated. This simplification yields,
as an artifact, a singularity of the TWD at zero terrace
width, which mathematically enforces a step noncrossing
condition. Second, to allow for tractable computations in
the MF picture, we assume that the terrace widths are
decorrelated, so that their joint probability distributions,
p(n), are approximated by products of TWDs. We claim
that, despite the above limitations, some elements of our
techniques, e.g., the self-consistent generation of a mean
field for terraces from kinetic hierarchies, can be extended
to two-dimensional (2D) settings.
The model of step flow originates from the pioneer-

ing work by Burton, Cabrera, and Frank (BCF) [11]. In
the BCF model, the motion of steps is caused by mass
conservation as adsorbed atoms (adatoms) diffuse across
terraces and detach from or attach to step edges. A key
assumption is that adatoms are represented by a concen-
tration that satisfies a diffusion equation on each terrace.
The laws for atom attachment-detachment are intro-
duced as boundary conditions [3, 11]. In the original BCF
model [11], steps are non-interacting, but later works en-
rich this theory with entropic and elastic-dipole step in-
teractions [12–14]. A crucial thermodynamic quantity
relating motion with energy is the step chemical poten-
tial [3], which expresses the tendency of a step to advance
or retreat via exchanging atoms with the environment.
By adding Gaussian white noise to the BCF-type step

equations, we formulate a system of SDEs for terrace
widths. These SDEs have the form

ẇ(t) = a(w) +Q · η̇(t) , (1)

where w = (w0, . . . , wN−1) is the vector of N terrace
widths; a is another N -dimensional vector encapsulating
step-step interactions and in principle depending on w

non-linearly; Q is the N×N diffusion coefficient; and η̇ is
the vector-valued Gaussian white noise, i.e, the derivative
(in the sense of distributions) of the Brownian motion
η = (η0, . . . , ηN−1) [15]. The dot on top of a symbol
denotes differentiation in time, t, throughout. We apply
screw-periodic boundary conditions for wj and ηj , so that
the steps are mapped onto point particles on a ring.
In Eq. (1), Q · η̇ is intended to model effects of ran-

dom thermal fluctuations and couplings with the envi-
ronment. This ad hoc approach, where the noise form
is assumed rather than derived by first principles, has
been motivated by [7, 10]. To allow for some flexibility
in modeling, we consider three forms of Q amounting to:
(i) (Q ·η)j = η̇j(t), i.e., the usual non-conservative white
noise; (ii) (Q · η)j = η̇j+1 − η̇j , a first-order conservative
scheme; and (iii) (Q · η)j = ηj+1 − 2ηj + ηj−1, a second-
order conservative scheme. We show that only choice (iii)
is compatible with the requirements of fixed system size
and finite variance. Solving Eqs. (1) poses a challenge.
Our primary task here is to reduce the large system of
coupled SDEs, Eq. (1), to a tractable FPE and solve for
the time-dependent TWD.

We derive asymptotic formulas for the TWD, assum-
ing step interactions are sufficiently large. The difficulty
of the large system dimension is addressed in two alter-
nate ways. First, we consider the exactly solvable case
of linearizing a(w) around Ew ≡ 〈w〉, the expectation of
w, i.e., the average terrace width. Our ensuing solution
for the stochastic process of terrace widths manifests the
interplay between interactions and noise, and sheds some
light on effects of step correlations. The results for the
terrace width variance under linearization motivate our
second, alternate approach: a MF formalism, by which,
in the jth SDE, the terms wj±1 and wj±2 are replaced
by an effective field depending on wj (and time, t). This
approximation, partly analyzed via BBGKY hierarchies
here and in [10], refines our analysis since it retains non-
linearities.
At the risk of redundancy, we emphasize that a limi-

tation of our theory stems from the 1D character of the
underlying model. Thus, step edge diffusion and step
meandering are not addressed here. This simplification
impedes direct comparisons with experiments. However,
our 1D model enables us to: (i) formulate analytically
tractable SDEs for many terrace widths; and (ii) con-
nect explicitly (via asymptotics) properties of coefficients
in these SDEs, e.g., the dipolar form of step interactions,
to the global behavior of the TWD. Thus, in this frame-
work, valuable information for the TWD is singled out
with reasonable ease. In a 2D setting, on the other hand,
complications arise due to step curvature, as well as richer
kinetics and forms of noise [4, 5, 16]. This direction is
left for near-future work.
Another limitation is the MF approximation, which

we do not justify rigorously. This scheme has been used
in previous studies of step dynamics [6, 7]. By invoking
BBGKY hierarchies for joint probability density func-
tions of terrace widths, we define the MF exactly, and
then simplify the SDEs on the basis of a statistical in-
dependence (“propagation of chaos”) hypothesis, in the
spirit of Ref. [10]. This hypothesis is not strictly satisfied
in step systems but, via comparisons with the linearized
model, is expected to be a reasonable approximation for
short or long enough times (for a class of initial data)
[10]. Interestingly, we find agreement of our MF solution
with the 1D kMC simulations for moderate to strong step
interactions.
An ultimate justification for the analytic manipula-

tions in our work relies on the use of kMC simulations
in 1D. Broadly speaking, the kMC approach has been
used extensively in the study of surfaces in 2D; e.g., see
[7]. In some instances, physical effects such as entropic
repulsion are inherent to the kMC algorithms.
Since we carry out kMC simulations for 1D step trains,

the details of implementing our numerical approach are
strictly different from corresponding simulations in 2D.
An element of our algorithm is to assign to each step
(“particle”), a probability of movement to another 1D
site; this probability depends on the energy barrier that
the step must overcome. Each particle is coupled to two
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nearest neighbors on each side, where the particle in-
teraction is an inverse-distance squared potential. The
algorithm is based on a scheme described in Ref. [17].
The remainder of the paper is organized as follows:

Section II introduces our model and the governing SDEs
for terraces. Section III describes the linearization of
these SDEs and the extraction of the terrace width vari-
ance in the limit as N → ∞ for finite times. Notably,
our main result contains analytical features, e.g., scaling
of time scale with step interaction strength, that persist
in the nonlinear case. Section IV focuses on the MF for-
malism via the notion of kinetic hierarchy. In Sec. V,
we develop a MF approximation scheme for computing
the steady-state TWD for a sufficiently large interaction
parameter. This scheme is motivated by the observation
that, for nonlinear SDEs, the (self-consistent) mean field
in principle does not coincide with the average terrace
width. Section VI focuses on an extension of this ap-
proximation to the time-dependent TWD. In Sec. VII,
we discuss extensions and limitations of our treatment.
Finally, Sec. VIII summarizes our results.
Notation and terminology. Throughout the paper, we

adhere to certain notation conventions. Vectors are low-
ercase and matrices uppercase; both objects are boldface
unless we indicate otherwise. For any circulant matrix Λ,
the (nonnegative) quantity |Λ|2 is the sum of the magni-
tudes squared of elements of the first row of Λ. We adopt
the Einstein summation convention, i.e., we sum over re-
peated indices. The symbol R+

n denotes the region of the
n-dimensional Euclidean space (Rn) with nonnegative co-
ordinates. The symbol ∂z denotes partial differentiation
with respect to z (i.e., ∂z ≡ ∂/∂z). By writing f = O(g)
(f = o(g)) we imply that f/g is bounded by a constant
(f/g → 0) as a parameter or variable approaches an ex-
treme value. Accordingly, the expression f ∼ g loosely
implies f − g = o(g). The probabilistic terms “average”
and “expectation” are used interchangeably. Further, we
do not distinguish the terms “distribution” and “prob-
ability density”. We reserve the symbol P (s, t) for the
TWD, and p(n)(s, t) for the joint probability density of
any n consecutive terraces (if n ≥ 2).

II. BACKGROUND: BCF MODEL

In this section, we review the physical principles un-
derlying our model, which are based on the kinetic per-
spective of BCF [11]. This perspective has been enriched
with kinetic and energetic effects; see, e.g., Refs. [18–23].
The main idea is to view steps as boundaries moving by
mass conservation. Adatoms diffuse on terraces between
steps according to a (continuum) differential equation.
In addition, atoms attach to and detach from step edges
with given kinetic rates. The interactions between steps
are included in the boundary (attachment-detachment)
conditions for adatom diffusion. These interactions in-
fluence the flux of adatoms towards step edges via the
step chemical potential, a thermodynamic force.

We start by considering a 1D train of N steps which
have (constant) height a and are descending in the pos-
itive x direction (see Fig. 1). For simplicity of notation,
we take the lattice to be simple cubic, with terraces in an
{001} direction, so that the in-plane square lattice also
has lattice constant a. Let the step positions be labeled
by an (integer) index, j, where j = 0, 1, . . . , N − 1. De-
fine the jth terrace width by wj = xj − xj−1. We apply
screw periodic boundary conditions, so that the steps are
mapped onto particles on a ring [7, 10].
Let t̃ be the physical (dimensional) time. The number

density, cj(x, t̃), of adatoms on the jth terrace solves the
equation [11]

D∂xxcj(x, t̃) = ∂t̃cj(x, t̃) for xj−1 < x < xj , (2)

subject to the boundary conditions [3, 20, 24]

J −
j = k−[cj(xj)− ceqj ] ,

J+
j−1 = k+[cj(xj−1)− ceqj−1] . (3)

In the above, D is the terrace diffusivity and J ±
j is the

mass flux impinging on the jth step from right (+) or
left (−) with kinetic rates k± [25, 26]. The quantity ceqj
is the equilibrium adatom concentration at the jth step
edge, and is given by the near-equilibrium relation [3]

ceqj = cs exp

(
µj

kBT

)
' cs

(
1 +

µj

kBT

)
, (4)

if |µj | � kBT . Note that µj is the jth-step chemical
potential, cs is a material-dependent constant, and kBT
is the Boltzmann energy. For entropic and elastic-dipole
step interactions, µj is expressed as [3]

µj = g̃a3

(
1

w3
j+1

− 1

w3
j

)
, g̃ > 0 , (5)

where the coupling constant g̃ has units of energy.
To solve Eq. (2), we adopt the quasi-static approxi-

mation, by which each cj(x, t̃) is assumed to reach its
steady state much faster than steps move. Hence, set
∂t̃cj(x, t̃) ≡ 0 for every j. Accordingly, the adatom flux
on the jth terrace, Jj(x, t̃) = −D∂xcj(x, t̃), is a constant,

Jj(x) = D
ceqj−1 − ceqj

D
k−

+ D
k+

+ wj

for xj−1 < x < xj . (6)

By Eq. (3), in the quasi-static approach we use J+
j−1 =

−Jj(xj−1) and J −
j = Jj(xj) since any convective contri-

butions to J due to the step velocity are negligible.
By mass conservation, the j-th step velocity is [3, 11]

ẋj(t̃) =
dxj

dt̃
=

Ω

a
(Jj − Jj+1) = a(Jj − Jj+1) , (7)

where Ω = a2 is the surface atomic area. Equation (7),
combined with Eqs. (4)–(6), leads to the following (de-
terministic) equations of motion for terrace widths:

ẇj = ẋj − ẋj−1

= 2ǧH(wj ;wj−1, wj+1)− ǧH(wj+1;wj , wj+2)

−ǧH(wj−1;wj−2, wj), (8)
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FIG. 1. Side and top views of step system. Steps have height
a and positions xj , and wj = xj − xj−1. (a) Side view: Steps
descend for increasing x. (b) Top view: The directions and
magnitudes of adatom fluxes Jj−1(x) and Jj(x) at x = xj−1

are represented by arrows; by Eq. (7), the (j− 1)th step edge
moves to the right.

where

H(x; y, z) =
1

č+ x

[
2

x3
−
(

1

y3
+

1

z3

)]
. (9)

For a vicinal surface, we take the initial condition
wj(0) = 〈w〉 (although in principle we could start more
generally with N constants with average value 〈w〉).
Here, the parameter ǧ = Dcsg̃a

4/kBT is a measure of
the interaction strength, and č = D

(
k−1
+ + k−1

−

)
is a

kinetic length expressing the interplay of diffusion and
attachment-detachment processes. We make Eq. (8) di-
mensionless by setting sj = wj/〈w〉 and t = t̃/t∗ where
t∗ is some time scale, e.g., t∗ = 〈w〉2/D. We also define

g = ǧt∗/〈w〉5 and c = č/〈w〉. We have 〈sj〉 = 1, which
fixes the vicinal crystal size.
To model fluctuations, we add a term containing a

Gaussian white noise to Eq. (8). Since our approach is
ad hoc (i.e., the noise form is assumed and not derived
from first principles), we allow for some flexibility in the
choice of the noise term. We write

ṡj =
dsj
dt

= gA(sj−2, sj−1, sj, sj+1, sj+2) +Qj,l η̇l, (10)

where η̇l (l = 0, . . . , N−1) is the Gaussian white noise at
the lth step, and Q = [Qj,l] is some N ×N matrix (to be
specified below). Note that before non-dimensionalizing,
the coefficient multiplying η̇l is (D/〈w〉)Qj,l, which has
units length over time. We also define

A(sj−2, sj−1, sj , sj+1, sj+2) = 2H(sj ; sj−1, sj+1)

−H(sj−1; sj−2, sj)−H(sj+1; sj , sj+2) , (11)

i.e., the right-hand side of Eq. (8) divided by g, where
č is now replaced by c in H (see Eq. (9)). Note that in
Eq. (10) we single out the constant g. This g influences
the time and length scales for the dynamical system. In
Secs. V and VI, we show analytically how the singular
character of A prohibits step crossing.
Equation (10) is the main result of this section and

forms the basis of our subsequent calculations. In Secs.
III–VI, we develop techniques for extracting statistical
properties of the terrace widths by further analyzing Eq.
(10) via stochastic calculus and kinetic hierarchies.
The above model has limitations. First, steps are

straight; hence, the effects of curvature and step mean-
dering [4, 5] are omitted from our formulation. Despite
this restriction due to dimensionality, the deterministic
system (8) has been used in the study of relaxation of
step bunches in certain material systems; see, e.g., [20].
Second, material deposition, which is included in other
stochastic treatments [7, 10], is not present in our model.
The combined effect of deposition, step-step interactions
and noise is left for near-future work.

III. LINEARIZED MODEL

In this section, we aim to gain some insight into the
stochastic fluctuations and correlations of terrace widths
via the linearization and exact solution of Eq. (10). In
our manipulations, we consider the limit as N → ∞ for
fixed (N -independent) time, t, in the spirit of [10]. The
quantity of interest is the terrace width variance as a
function of time. We discuss the effect on the variance of
different choices for the diffusion coefficient, Q. In par-
ticular, we choose the simplest possible (yet nontrivial)
Q for which the variance is consistent with a fixed system
size and settles to a finite limit at the steady state.
The linearization of this section results in an unphysi-

cal property: the probability that terrace widths are neg-
ative (and, thus, steps cross) is nonzero [7, 10]. We adopt
the view that this probability can be controlled: it be-
comes small if the step-step interaction strength (g) is
sufficiently large [27]. We focus on the TWD P (s), bear-
ing in mind that our result should be accurate for s close
enough to the TWD peak. This knowledge partly mo-
tivates and guides our analysis in the nonlinear case if
g � 1, when step fluctuations are reasonably small.
Hence, proceeding under the assumption that g � 1,

we treat the stochastic fluctuation process $j = sj − 1
as small in the sense that 1 − Prob{|$j | < ε} � 1 for
sufficiently small ε > 0 (where the Prob denotes the prob-
ability). It is then reasonable to expand the governing
Eqs. (10) around $j = 0 (j = 0, . . . , N − 1). Defining
gc = 3g/(c+ 1), we derive the linear SDE system

$̇j(x) = −gc[6$j − 4($j−1 +$j+1)

+$j−2 +$j+2] +Qj,l η̇l , (12)

where (abusing notation) we keep the same symbol, $j ,
for the approximate solution. In contrast to Refs. [7, 10]
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where the discrete scheme is of second order, SDEs (12)
introduce fourth-order couplings. Note in passing that in
the continuum limit, Eq. (12) reduces to a fourth-order
differential equation.
Now let $ and η be vectors whose components are the

fluctuations and noise, respectively, of each terrace; e.g.,
$ = ($0, . . . , $N−1). Define A to be the circulant ma-
trix whose first row is [6,−4, 1, 0, . . . , 0, 1,−4]. Equation
(12) is then written more compactly as

$̇ = −gcA ·$ +Q · η̇ . (13)

By enforcing the initial condition $(0) = 0, we trivially
solve Eq. (13) by means of an integrating factor:

$(t) =

∫ t

0

e−gcA(t−t′)Q · dη(t′) , (14)

without any ambiguity in interpreting the stochastic in-
tegral. The stochastic process $(t), as well as each of
its components, is Gaussian with zero mean [15]. The
variance for any terrace width, $j , at time t is

σ2
lin(t) = g−1

c

∫ gct

0

|e−τ ′
AQ|2 dτ ′ . (15)

To compute σ2
lin(t) by Eq. (15), we use a spectral prop-

erty of circulant matrices. Specifically, for any real circu-
lant N ×N matrices X and Y , we have (see Appendix
A)

|XeY |2 =
1

N

N−1∑

k=0

ϑk e
λk , (16)

where λk are the eigenvalues of the matrix Y + Y T and
ϑk are the eigenvalues of XXT . Furthermore, note that
the kth eigenvalue of any circulant N × N matrix Λ is
furnished by the product Fk,lΛl,0, where F is the N ×
N discrete Fourier transform matrix, Fk,l = [F ]k,l =

e−2πi(kl)/N . In the following, we use Eq. (16) for the
evaluation of σ2

lin by Eq. (15).

A. First-order conservative noise

At this point, it is necessary to make a specific choice
for Q. We require that the total size of the vicinal crys-
tal be fixed. This implies that summing Eqs. (12) over
all j should lead to a deterministic evolution equation.
Accordingly, the sum of elements in any row (or column)
of Q must be zero. If, instead, this condition is violated,
e.g., when Q = 1 (identity matrix), summing Eqs. (12)
over all j yields an SDE for the total fluctuations of the
system that is solved by a Brownian-motion-like stochas-
tic process (with a nonzero variance growing with time).
An apparently reasonable choice forQ, consistent with

the requirement of fixed system size, can stem from set-
ting its first row equal to [1,−1, 0, 0, . . .]. This matrix

corresponds to a first-order, conservative discrete scheme
for the noise term. This model of noise simply results by
addition of the usual white noise component, η̇j , to each
step velocity, ẋj . Nonetheless, in Appendix B we show
that the corresponding variance diverges for long times;
specifically, we find σ2

lin(t) = O[(gct)
1/4] as t→ ∞. Thus,

we abandon this option as well.

B. Second-order conservative noise

The next simplest (yet nontrivial) choice for Q
amounts to a second-order scheme for a conservative
noise. Accordingly, we set the first row of Q equal
to [2,−1, 0, . . . , 0,−1]. This choice is consistent with
the above requirements: a fixed total system size and
bounded TWD variance [28]. The self-consistent form of
Q is not unique; by speculation, we make the simplest
choice that works. This approach does not weaken the
argument for linearizing the model and yields insight into
the interplay of noise and step kinetics. In Secs. IV–VI,
where we consider an effective MF Langevin-type equa-
tion for a single terrace, we show that that the Q con-
tributes a constant prefactor to the noise term of the
decoupled SDE.
With this choice of Q in Eq. (15), we find by Eq. (16)

that the variance is

σ2
lin(t) = g−1

c

∫ gct

0

4

N

N−1∑

k=0

{[
1− cos

(
2πk

N

)]2

×e−4τ ′ [3−4 cos( 2πk
N

)+cos( 4πk
N

)] dτ ′
}
. (17)

In the limit N → ∞ with fixed t, the discrete variable
k/N approaches a continuous variable, say y (0 < y < 1).
Thus, Eq. (17) becomes

σ2
lin(t) = 4g−1

c

∫ gct

0

∫ 1

0

[1− cos(2πy)]
2

×e−8τ ′[1−cos(2πy)]2 dy dτ ′ . (18)

This formula is simplified by interchange of the order of
integration:

σ2
lin(t) =

1

2gc

[
1−

∫ 1

0

e−8gct[1−cos(2πy)]2 dy

]
, (19)

the variance of approximation LM in figures. In Ap-
pendix B, we compute integral (19) exactly in terms of
a series involving modified Bessel functions, but the re-
sulting formula is useful only for small gct. We show that
σ2
lin(t) = (2gc)

−1[1 +O[(gct)
−1/4] as gct→ ∞.

Salient features of the variance can be deduced by in-
spection of Eq. (19), without further evaluation. We ob-
serve that the parameter gc scales both the variance and
its time decay to steady state. We expect that the non-
linear model exhibits similar behavior when gc is large,
since stochastic fluctuations are then suppressed and the
major contribution to moments of P (s) comes from s
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near the location of its peak, away from s = 0. Clearly,
the linearized model fails to describe P (s) for small s,
because this model violates the step noncrossing condi-
tion.
For completeness, we conclude this section with the

formula for the time-dependent TWD under linearization
[15]:

Plin(s, t) =

√
1

2πσ2
lin(t)

exp

[
− (s− 1)2

2σ2
lin(t)

]
. (20)

The symmetry of this TWD around s = 1 reflects the
failure of the linearized model to enforce step noncross-
ing. However, the probability of having negative terrace
widths is negligible provided gc � 1. In the remainder
of this paper, we use the Q discussed in this subsection.

IV. MEAN-FIELD FORMALISM

In this section, we introduce a systematic procedure
to decouple SDEs (10), i.e., reduce them to a single non-
linear SDE, taking into account the full nonlinearity of
the step interactions. This approach aims to complement
and improve the linearization procedure of Sec. III. Our
scheme relies on the use of an effective mean field, f ,
which in principle depends on the dimensionless terrace-
width variable, s, and time. In principle, f is not the

average terrace width. The starting point is to consider
each of Eqs. (10), for fixed j, and replace sj±1 and sj±2

by f(sj , t) [6, 7, 10]. The field f is not known a priori
but must be determined consistently with the assump-
tion that the resulting SDEs generate a TWD sufficiently
close to the TWD of the original system [10].
Thus, in brief our goals for this section are: (i) to

find heuristically the FPE for the MF TWD (Sec. IVA);
(ii) to derive an exact evolution equation for the TWD
in terms of joint probability densities (Sec. IVB); and
(iii) to determine by self-consistency an equation for the
mean field f(s, t) (Sec. IVC). In Secs. V and VI, this
MF formalism is used to describe analytically the TWD
in the steady-state and time-dependent cases under the
hypothesis of statistical independence for terrace widths.

A. Effective mean-field equations

Now consider Eq. (10) for fixed j. By the above pre-
scription [6, 7, 10], i.e., replacement of sj±1 and sj±2 by
f(sj , t) for each j, we obtain the effective SDE

dŝj
dt

= gA(ŝj , f) + q̂η̇ , (21)

where the hat indicates the MF approximation and
A(s, f) is used in place of A(f, f, s, f, f):

A(s, f) ≡ A(f(s, t), f(s, t), s, f(s, t), f(s, t)) ;

see definition (11). Note the coefficient q̂ in Eq. (21): this
q̂ is a number, within the MF approximation, that comes
from the matrixQ via treatment of the noise components
η̇j as statistically independent of each other. For Q with
first row equal to [2,−1, 0, . . . , 0,−1] (second-order con-
servative scheme), we will determine that q̂2 = 6 (see
Sec. IVC).
We point out that the existence of a field f(s, t) consis-

tent with the original SDEs (10) is not guaranteed. Our
justification for adopting this procedure rests with our
comparisons with numerical kMC results. We empha-
size that the self-consistency means that the MF approx-
imation produces essentially the time-dependent TWD of
system (10) [10]. We elaborate on this idea in Sec. IVC.
For the time being, we distinguish the MF TWD from
the (exact) P (s, t).
Equation (21) yields a corresponding FPE for the MF

TWD, P̂ (s, t) [29]:

∂tP̂ + g∂s[A(s, f)P̂ (s, t)] =
q̂2

2
∂ssP̂ (s, t) , (22)

with the initial and boundary conditions

P̂ (s, 0) = δ(s− 1) , (23a)

q̂2

2
∂sP̂ − gA(s, f)P̂ → 0 as s→ 0+ , ∞. (23b)

The initial condition (23a) describes a vicinal crystal: the
surface slope is constant and all terraces have the same
width (scaled to unity). In words, boundary conditions
(23b) state that the probability flux must vanish as s→ 0
from above and s→ ∞. Thus, steps are prohibited from
crossing or moving infinitely far apart. We emphasize
that nonlinear SDE (21) does allow for the vanishing of
the probability flux at s = 0 nontrivially, in contrast to
the linearized model of Sec. III.
In Refs. [6, 7, 10], MF descriptions for 1D step models

are derived under the assumption that f(s, t) is equal to
the average terrace width for all times t > 0. In Ref. [10],
this assumption is shown to be self consistent only for the
case of linear SDEs. In the present case we do not ex-
pect the mean field f to coincide with the average terrace
width, and the determination of f constitutes a compli-
cated problem. The argument that views f as an average
of the stochastic process (terrace width) foreshadows the
true role of f , namely, to reconcile the asymmetries in-
troduced by the nonlinear step-step interactions with the
requirement of fixed system size. In Sec. V we show how
corrections for f in the steady state shift the peak of the
TWD to the left of s = 1 (average), in agreement with
kMC simulations.

B. Evolution law for TWD via kinetic hierarchy

In this subsection, we derive an evolution equation for
the exact TWD, P (s, t), on the basis of a kinetic hier-
archy for joint probability densities of consecutive ter-
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races. This equation serves our purpose of defining a
self-consistent f(s, t) (Sec. IVC).
Following the formalism of Ref. [10], we define

the N -terrace distribution p(N)(s, t), where s =
(s0, s1, . . . , sN−1); hence, p(N)(s, t) ds is the probabil-
ity that N terraces have widths with values in the in-
tervals (sk, sk + dsk) where k = 0, . . . , N − 1 and ds =
ds0 · · · dsN−1. The probability density for any n consec-

utive terraces (n = O(1) ≥ 2) is defined by

p(n)(s(n))=
1

N

N−1∑

k=0

∫

R
+
N−n

ds(N−n)p
(N)(s(n), s(N−n))

c
k ,

(24)
where s(n) = (s0, . . . , sn−1), s(N−n) = (sn, . . . , sN−1),
and zc

k denotes the vector formed after k cyclic permuta-
tions of coordinates of z = (s(n), s(N−n)). In the above,
we suppress the time dependence. The desired TWD is

P (s, t)=
1

N

N−1∑

k=0

∫

R
+
N−1

ds(N−1)p
(N)((s, s(N−1))

c
k, t). (25)

Using Eq. (10) we write down the (N -dimensional)
FPE for the N -terrace probability density [15, 29]:

g∂sl [A(sl−2, sl−1, sl, sl+1, sl+2) p
(N)(s, t)]

= −∂tp(N)(s, t) +
1

2
∂sl∂sk [Q

2]l,k p
(N)(s, t) , (26)

where A(sl−2, sl−1, sl, sl+1, sl+2) is defined by Eq. (11)

and Q = QT is the circulant matrix whose first row is
[2,−1, 0, . . . , 0,−1]. Recall that we pick this Q since the
TWD must approach a steady state (see Eq. (19)).
To find an evolution equation for P (s, t), apply ∂t to

Eq. (25) and use Eq. (26). Thus, P satisfies [10]

∂tP (s, t)=−g∂s
∫

R
+
4

A(s, ~y) p(5)(s, ~y, t) d~y + 3 ∂ssP (s, t),

(27)
where for notational economy we use A(s, ~y) in place
of A(yN−2, yN−1, s, y1, y2) and we employ p(5)(s, ~y) to
mean p(5)(yN−2, yN−1, s, y1, y2); ~y = (yN−2, yN−1, y1, y2)
and d~y = dyN−2dyN−1dy1dy2. Equation (27) suffices for
defining the mean field, f . Evolution equations for p(n)

(n ≥ 2) can be written in a similar fashion, but lie beyond
our scope.

C. Definition of mean field f

In this subsection, we combine Eqs. (22) and (27) in or-
der to extract a formula for the mean field, f(s, t). Thus,
we assume there exists an f such that [10]

P̂ (s, t) ≡ P (s, t) . (28)

This equation expresses the hypothesis that the exact
TWD, P (s, t), coincides with the MF TWD. We choose

q̂ =
√
6 since then subtracting Eq. (27) from Eq. (22)

yields

A(s, f(s, t))P (s, t) =

∫

R
+
4

A(s, ~y) p(5)(s, ~y, t) d~y .(29)

This is the desired formula for f(s, t). It simply states
that in order to compute f one must in principle know the
5-terrace joint probability density. Equation (29) may be
simplified via the 3-terrace probability density, p(3), by
taking into account the particular form of A, Eq. (11):

A(s, f(s, t))P (s, t) =

2

∫

R
+
2

H(s; y2, y1) p
(3)(y2, s, y1, t) dy1 dy2

−
∫

R
+
2

H(y2; y1, s) p
(3)(y1, y2, s, t) dy1 dy2

−
∫

R
+
2

H(y1; s, y2) p
(3)(s, y1, y2, t) dy1 dy2 . (30)

In the remainder of this paper, we apply a hypothesis of
statistical independence for terraces (if N � 1) which
simplifies Eq. (30) by reducing its right-hand side to in-
tegrals involving the product P (y1)P (y2).

V. STEADY-STATE MEAN FIELD

In this section, we develop an approximation scheme
in order to find the TWD in the steady state, i.e., when
∂tP (s, t) ≡ 0. The primary task is to propose a closure

for and then solve Eqs. (22) and (30) for the TWD P and
mean field f . These equations must in principle be com-
plemented with the entire BBGKY hierarchy. We avoid
the complication of the kinetic hierarchy by applying ap-
proximations, which come from: (i) a decorrelation hy-
pothesis for terraces, so that the p(3) in Eq. (30) is written
as p(3)(y2, s, y1) ≈ P (y2)P (s)P (y1), which automatically
implies invariance of p(3) under permutations of its argu-
ments (s, y1 and y2); and (ii) subsequent expansions of
f(s) and P (s) in power series in the interaction strength
g for g � 1. We compare our analytical results for the
steady-state TWD with kMC simulations. Details of our
1D kMC algorithm (also invoked in Sec. VI) are provided
in Appendix C.

A. Formulation

We start with a remark on Eq. (30). If we naively set
p(3)(s, y1, y2) = δ(s − 1)δ(y1 − 1)δ(y2 − 1) and P (s) =
δ(s − 1), Eq. (30) is satisfied trivially by f = 1. This
property is reminiscent of the approach adopted within
the linear model in Ref. [7], where the mean field is the
average terrace width (and thus coincides with the initial
width for a vicinal crystal). By contrast, in our nonlin-
ear setting the approximation f ≈ 1 can only be justified
in the limit of strong enough step interactions (g � 1).



8

In this case, deviations of the terrace widths from their
average (and initial, deterministic) values become ener-
getically unfavorable, and step fluctuations tend to be
suppressed.
Based on these observations, we fix g � 1 and

enforce a closure for Eqs. (29) and (30) via the ansatz

p(3)(s, y1, y2) ≈ P (s)P (y1)P (y2). For independent
terraces moving in an “external potential” (i.e., loosely
speaking, a force field not related to neighboring ter-
races), this expression becomes exact. In the presence
of step interactions, this approximation is reasonable
as will be shown by comparison to kMC simulations.
Step correlations are ipso facto not included in our MF
scheme. Accordingly, in our asymptotic calculations we
assume that corrections resulting from terrace-terrace
correlations are of order less than O(g−1). In Sec. VII
we further discuss this assumption.
Accordingly, Eq. (30) becomes (with ∂t ≡ 0)

A(s, f) ≈
∫

R
+
2

Ã(s, y1, y2)P (y1)P (y2) dy1dy2, (31)

where Ã(s, y1, y2) = A(y2, y1, s, y1, y2) (cf. Eq. (11)), and

A(s, f) =

[
4

s+ c
+

2

f(s) + c

] [
1

s3
− 1

f(s)3

]
,

Ã(s, y1, y2) =
4

c+ s

[
1

s3
− 1

y31

]

− 2

c+ y1

[
2

y31
− 1

y32
− 1

s3

]
.

Recall that c = č/〈w〉 expresses the interplay of adatom
diffusion and attachment-detachment (see Sec. II). Here,
by abusing notation, we set f(s) = f(s, t→ ∞) assuming
f(s, t) settles to a steady state.
To enable analytical treatment, we apply the ansatz

f(s) = f0 + g−αf1(s) + o(g−α) , (32)

where α > 0 is determined below to be 1, and f0 = O(1)
is a constant independent of g in anticipation of a uniform
mean field in the limit of strong interactions. Equation
(32) is viewed as a formal expansion for f(s) when g is
large within our decorrelation ansatz. In the same vein,
we expand the TWD as

P (s) = P0(s; g) + g−αP1(s; g) + o(g−α) . (33)

In this expansion, we indicate that the coefficients Pk

(where k denotes the expansion order) may depend on g.
This distinction is made for later convenience, since the
Pk bear a g-dependence of exponential type.
Our next task is to solve Eq. (31) in light of expan-

sions (32) and (33). If the TWD is sharply peaked at,
say, s = ζ, and decays rapidly to zero away from ζ, then
Eq. (31) can be simplified via asymptotics [30]. Thus, we

expand Ã(s, y1, y2) about y1 = y2 = ζ. Recall that the

analysis of Sec. III indicates that, for g � 1, the stan-
dard deviation of the (Gaussian within the linear model)
TWD is O(g−1/2). This scaling with g of the standard
deviation should also hold for the present case since the
linear analysis is reasonably valid near the TWD peak.
Next, we comment on ζ. By setting ∂tP (s, t) = 0 in

Eq. (22), we obtain

P ′′(s) =
g

3

×
[(

4

c+ s
+

2

c+ f(s)

)(
1

s3
− 1

f(s)3

)
P (s)

]′
, (34)

where the prime here denotes differentiation with respect
to s, e.g., P ′(s) = dP (s)/ds. With P (s) ≥ 0, we have
P ′′(ζ) < 0 and P ′(ζ) = 0 when ζ = f(ζ) (which defines
the maximum of P ).
The substitution of formulas (32) and (33) into

Eq. (31) along with the Taylor expansion of A(s, y1, y2)
around y1 = y2 = ζ yield the expression

[
4

c+ s
+

2

c+ fo

(
1− f1(s)

gα(c+ f0)
+ . . .

)]

×
[
1

s3
− 1

f3
0

(
1− 3f1(s) + . . .

gαf0

)]
=

∫

R
2
+

dy1dy2 P (y1)P (y2)

×
{

4

s+ c

[
1

s3
− 1

f3
0

+
3(y1 − f0)

f4
0

− 12(y1 − f0)f1(ζ)

gαf5
0

+ . . .

]

+2

[
1

c+ f0
− y1 − f0

(c+ f0)2
+

2f1(ζ)(y1 − f0)

gα(c+ f0)3
+ . . .

]

×
[
1

s3
− 1

f3
0

+
3[2(y1 − f0)− (y2 − f0)]

f4
0

−12f1(ζ)

gαf5
0

[2(y1 − f0)− (y2 − f0)] + . . .

]}
, (35)

which, by dominant balance [33] in g, leads to a cascade
of equations for fk. In deriving Eq. (35), we made exten-
sive use of the binomial expansion, (1+z)ς = 1+ ςz+ . . .
(|z| < 1, ς ∈ R), as well as of the expansion for f(ζ)
by Eq. (32). Note that expanding A gives rise to terms
(y1,2 − f0)

n, n = 1, 2, . . ., which yield an implicit de-
pendence on g through the associated moments of P . A
crucial goal with the perturbation scheme is to determine
the expansion order in g of these moments. This in turn
determines α.
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By virtue of Eqs. (32) and (33), Eq. (22) entails

d2

ds2

[
P0(s) +

P1(s)

gα
+ . . .

]

=
g

3

d

ds

{(
4

c+ s
+

2

c+ f0
− 2f1(s)

gα(c+ f0)2
+ . . .

)

×
(

1

s3
− 1

f3
0

+
3f1(s)

gαf4
0

+ . . .

)

×
[
P0(s) +

P1(s)

gα
+ . . .

]}
. (36)

Equations (35) and (36) form the basis of our approxi-
mation scheme for f(s) and P (s).

B. Zeroth-order approximation and composite

expression

In this subsection, we outline the procedure for solving
the system of Eqs. (35) and (36) up to some order in g.
Our discussion can be extended to the time-dependent
case, which is the focus of Sec. VI.
By dominant balance, from Eq. (35) we obtain an

O(g0) equation for f0:

A(s, f0) =

∫ ∞

0

P (y1)

{
A(s, f0) + (y1 − f0)

[
12

f4
0 (s+ c)

− 2

(c+ f0)
2

(
1

s3
− 1

f3
0

)
+

6

f4
0 (c+ f0)

]}
dy1 .(37)

Recall that P (y) is normalized and has unit mean. Thus,
Eq. (37) reduces to

∫ ∞

0

P (y1)(y1 − f0) dy1 = 0 , (38)

which readily implies f0 = 1.
By Eq. (36) with f0 = 1, the zeroth-order TWD, P0(s),

satisfies the differential equation

P ′′
0 (s) =

g

3

[(
4

c+ s
+

2

c+ 1

)(
1

s3
− 1

)
P0(s)

]′
, (39)

subject to boundary conditions (23b). Equation (39) is
integrated directly to give

P0(s; g) = N0
s

4g

3c3

(s+ c)
4g
3 ( 1

c3
+1)

× exp

[
− 2gs

3(c+ 1)
+

4g

3c2s
− g(3c+ 2)

3c(c+ 1)s2

]
, (40)

where N0(g, c) is a normalization constant (see Ap-
pendix B). A noteworthy feature of this P0, called ZO in
figures, is an essential singularity at s = 0, which forces
P0 and all its derivatives to vanish as s → 0+. This
singularity is viewed as an artifact connected to the 1D

character of the present model. As mentioned earlier,
moments derived from Eq. (40) contain a g dependence,
which by dominant balance affects the cascade of equa-
tions produced by Eq. (35).
We turn our attention to the variance, σ2

0 , associated
with P0(s; g). In Appendix B we show that, for large g,

σ2
0 =

c+ 1

6g
+ o(g−1) . (41)

The leading-order term of this formula is consistent with
the long-time limit of the variance for the linearized
model; cf. Eq. (19) with gc = 3g/(c+ 1).
Next, we determine the α entering expansions (32) and

(33). By Eq. (35), the value of α comes from balancing
the O(g−α) term on the left-hand side with the O(g−1)
term from the variance of P0, σ

2
0 , on the right-hand side.

Thus, we find α = 1.
Next we focus on f1(s), the coefficient of the O(g−1)

term in the expansion for f . By use of Eqs. (35) and
(41), we obtain the formula

f1(s) = −c+ 1

3

×
[

12

s+ c
+

6

c+ 1
+

6

(c+ 1)2
− 1

(c+ 1)
3
s3

+
1

(c+ 1)
3

]

÷
[

12

s+ c
+

6

c+ 1
− 2

(c+ 1)
2
s3

+
2

(c+ 1)
2

]
. (42)

We add in passing that the location ζ = f(ζ) of the TWD
maximum cancels to O(g−1) in Eq. (35), and thus does
not appear in expressions (38)–(42).
We choose not to compute P1(s) explicitly. The form

of the requisite f1(s) is already complicated, rendering
further computations for P unwieldy. Instead, we resort
to Eq. (22) with P̂ = P , ∂tP ≡ 0, f(s) ≈ 1+f1(s)/g and

q̂ =
√
6. By direct integration we derive a “composite

expression” for P (s), called CE in figures, which is valid
to O(g−1):

P (s) ≈ N (g, c) exp

[
g

3

∫ s

1

A

(
z, 1 +

f1(z)

g

)
dz

]
, (43)

where f1(s) is given by Eq. (42), and N (g, c) is a nor-
malization constant subject to

∫∞

0
P (s) ds = 1.

We conclude this section with a few remarks on Eqs.
(40) and (43). These forms are different from the gen-

eralized Wigner surmise, P (s) ∝ s%e−b%s
2

, invoked for
surface systems, e.g., in Ref. [6]. For small positive s,
P0(s) here exhibits an (integrable) essential singularity
at s = 0, which mathematically prohibits having nonzero
values for negative terrace widths, s < 0. This behavior
does not harm the moments of P0. It is intimately related
to the 1D character of our model and is not expected to
persist in 2D step configurations. Note that, for large

values of s, P0(s) ∼ N0 s
−4g/3e−

2g
3(c+1)

s. For further dis-
cussion, see Sec. VII.
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FIG. 2. (Color online) Steady-state TWD, P (s), by: kMC
simulations; and MF zeroth-order (ZO) approximation (40),
MF composite expression (CE) (43), and linearized model
(LM) according to Eq. (20) for g = 1650, 4800, 8400 and
c = 100.

In Fig. 2 we plot our MF zeroth-order approximation
and composite expression vs. the analytical prediction of
the linearized model (Sec. III) and 1D kMC simulations
for the TWD at sufficiently long times. By comparison,
we see that (i) the MF composite expression (43) for P (s)
follows the kMC-produced TWD more closely than the
MF zeroth-order formula (40) even as g decreases; and
(ii) the TWD generated from the linearized model starts
to deviate from the kMC results for smaller g, in contrast
to the MF prediction.
Notably, the correction f1(s)/g to the mean field f has

a singularity in the interval (0, 1/2) for s, as can be shown
from Eq. (42) via algebraic inequalities. This singularity
does not cause any pathology to the moments associated
with P , and is viewed as a consequence of asymptotic
approximations leading to Eq. (35). For g � 1, this
singularity lies far away from the location of the TWD
peak, and the MF correction f1(s) improves the accuracy
for P (s) by Eq. (43) (see Fig. 2). In fact, the inclusion
of f1(s) shifts the TWD peak to the left, thus producing
good agreement of the MF approximation, Eq. (43), with
the kMC simulation.

VI. TIME-DEPENDENT TWD

In this section, we derive an approximation for the
TWD for times t > 0 by invoking a time-dependent mean
field, f(s, t). First, we introduce asymptotic expansions
and an appropriate scaling of time in order to simplify
Eqs. (22) and (29). Second, we solve approximately the

requisite equations for the time-dependent TWD and f .

A. Formulation and asymptotics

Our formulation relies on extending the main hypothe-
ses of Sec. V (for the steady state) to the present, time-
dependent setting under g � 1. So, we assume that for
finite times the strong step interactions suppress terrace
fluctuations, cause narrowing of the TWD, and favor ter-
race decorrelation.
Once again, the starting point is a formal expansion of

the mean field, f , in powers of g:

f(s, t) = f0 + g−αf1(s, t) + o(g−α) , (44)

where the exponent α (α > 0) is again to be determined.
We write the time-dependent TWD in the factorized form

P (s, t) = Ps(s, t)ψ(s, t) , (45)

Ps(s, t) = N (g, c) exp

[
g

3

∫ s

1

A(z, f(z, t)) dz

]
, (46)

where ψ(s, t) is to be determined; cf. Eq. (43) for the
steady-state TWD [31].
Equation (45) is a generalization of Eq. (43) for the

steady state. The time variation in Ps(s, t) enters
through the mean field (Sec. VIB). The function Ps(s, t)
is invoked for two reasons: (i) it ensures that the time-
dependent TWD can satisfy boundary conditions (23b);
and (ii) Ps manifestly decays to the steady-state TWD
(43) as t → ∞. This latter property implies the addi-
tional requirement that ψ(s, t) → 1 as t→ ∞.
Ansatz (45) along with Eq. (46) transform Eq. (22)

into a partial differential equation for ψ(s, t):

3∂ssψ(s, t) + gA(s, f(s, t)) ∂sψ(s, t)

= ∂tψ(s, t) + P−1
s ψ(s, t) ∂tPs . (47)

Our next task is to determine ψ(s, t) approximately via
Eq. (47) when g is large.
In light of our findings for the linearized model

(Sec. III), we need to reconsider the use of variables (s, t)
in the equations of motion. Suppose that we invoke the
formal expansion

ψ(s, t) = ψ0(s, t) + g−γψ1(s, t) + o(g−γ) , (48)

where ψk(s, t) are O(1) coefficients, and γ will be deter-
mined to be 1/2. Then, we obtain an equation cascade
for ψk that fails to capture essential features of the time-
dependent TWD in correspondence to the linear case
(Sec. III): the natural scaling of time t with g in the
variance is missed.
For a procedure of determining ψ(s, t) consistent with

the analysis of the linear model, we need to scale the
space and time variables (see Eq. (19), for instance). Ac-
cordingly, by dividing Eq. (47) by g and defining

ξ =
√
g(s− 1) , τ = 3gt ,
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we obtain an equation for ψ̃(ξ, τ) ≡ ψ(s(ξ), t(τ)):

∂ξξψ̃(ξ, τ) +

√
g

3
A

(
1 +

ξ

g1/2
, f̃ (ξ, τ)

)
∂ξψ̃(ξ, τ)

= ∂τ ψ̃(ξ, τ) +
1

Ps
ψ̃ ∂τPs , (49)

where f̃(ξ, τ) ≡ f(s(ξ), t(τ)). For ease of notation, we
henceforth drop the tildes for ψ and f , writing, e.g.,
ψ(ξ, τ). The variables ξ and τ simplify the analysis. For
instance, in the computation of moments of the TWD the
major contribution to integration comes a region where
ξ = O(1). In s, this region is within a vicinity of width
O(g−1/2) around the location of the TWD peak.
Taking into account the scaled spacetime variables, we

now write

ψ(ξ, τ) = ψ0(ξ, τ) + g−γψ1(ξ, τ) + o(g−γ) . (50)

To complete the formulation of the MF system, we need
to state the corresponding equation for f(ξ, τ). An in-
spection of calculations leading to Eq. (35) reveals that
this formula also holds in the time-dependent case (by
replacement of f(s) with f(ξ, τ)). As noted above, an
assumption underlying our approximations is that ter-
race correlation effects are less than O(g−1) for all t > 0.
Further discussion of this point is deferred to Sec. VII.

B. Approximate time-dependent TWD

The rationale for determining the TWD P as a func-
tion of (ξ, τ) does not essentially differ from the ratio-
nale of Sec. V. In particular, our previous conclusion
that f0 = 1 for the steady state relies only on the fixed-
system-size requirement and normalization of the TWD.
These conditions are enforced in the time-dependent case
as well. Hence, we conclude that f0 = 1 in the present
case.
We proceed to compute ψ0(ξ, τ). By substituting

Eq. (50) into Eq. (49) and properly expanding the term
A(1 + ξ/g1/2, f(ξ, τ)), we find

∂ξξ

[
ψ0(ξ, τ) +

ψ1(ξ, τ)

gγ
+ . . .

]
+

[
6ξ

c+ 1
+O(g−1/2)

]

× ∂ξ

[
ψ0(ξ, τ) +

ψ1(ξ, τ)

gγ
+ . . .

]

= ∂τ

[
ψ0(ξ, τ) +

ψ1(ξ, τ)

gγ
+ . . .

]

+
1

Ps
(∂τPs)

[
ψ0(ξ, τ) +

ψ1(ξ, τ)

gγ
+ . . .

]
. (51)

Note the O(g−1/2) correction stemming from the def-
inition of ξ. By dominant balance, Eq. (51) yields
γ = 1/2.Given that f0 = 1 we infer that the time deriva-
tive of Ps does not contribute to leading order in g. Thus,
we obtain the zeroth-order equation

∂ξξψ0(ξ, τ) −
6ξ

c+ 1
∂ξ[ψ0(ξ, τ)] = ∂τψ0(ξ, τ) , (52)

which is subject to the initial condition Ps(ξ, 0)ψ(ξ, 0) =
δ(ξ) (cf. Eqs. (23a) and (45)). After multiplying both
sides of Eq. (52) by exp[−3ξ2/(c + 1)], we derive the
solution [32]

ψ0(ξ, τ) =

(
6g

c+ 1

)1/2

Ps(1, 0)
−1[2π

(
1− e

−12τ
c+1

)
]−1/2

× exp

[
− 3ξ2e

−12τ
c+1

(c+ 1)(1− e
−12τ
c+1 )

]
. (53)

A corresponding formula for the TWD follows from
Eq. (45) with f0 = 1.
Next, we focus on corrections to the mean field f0 = 1.

The methodology to derive f1 in the steady state applies
here as well, independently of the scaling of s and t with
powers of g. In fact, the spatial dependence of f1 remains
intact, but it is multiplied by a τ -dependent variance (see
Eq. (54)). Accordingly, technically speaking, the use of
variables (ξ, τ) for f introduces an explicit dependence
of f1 on g. By recourse to Eqs. (35) and (42), we find

f1 = −2gσ0(τ)
2

×
[

12

s+ c
+

6

c+ 1
+

6

(c+ 1)2
− 1

(c+ 1)
3
s3

+
1

(c+ 1)
3

]

÷
[

12

s+ c
+

6

c+ 1
− 2

(c+ 1)
2
s3

+
2

(c+ 1)
2

]
(54)

which follows from the steady-state case. Here, s = 1 +
g−1/2 ξ, t = (3g)−1τ and σ2

0(τ) is the variance for the
TWD P (s, t) of Eq. (45) under ψ ≈ ψ0 and Eq. (46)
with f ≈ f0 = 1. By the same method used to derive
Eq. (41), one finds

σ0(τ)
2 =

c+ 1

6g

(
1− e

−12τ
c+1

)
. (55)

In the limit t→ ∞, this result agrees with both the MF
steady-state variance, Eq. (41), and the variance from
the linearized model, Eq. (19).
In Fig. 3, we plot the variance as a function of time us-

ing different approximation schemes, i.e., the linearized
model and the MF scheme, compared with kMC simu-
lations. We observe that the MF approximation for the
variance approaches a finite limit (in steady state) at
nearly the same time as the kMC simulation, with im-
proved accuracy for larger g. By contrast, the linearized
model predicts a slower approach to steady state. In
Fig. 4, we show plots of the time-dependent TWD for
some fixed, intermediate time t.
Qualitatively, then, the TWD evolves as follows: For

sufficiently small times, the TWD is approximately Gaus-
sian, due to the delta-function initial condition, affected
slightly by an asymmetric contribution from the steady
state. As time increases, the asymmetry becomes more
pronounced, and the Gaussian behavior gives way to the
steady state, Eq. (40). Simultaneously, the correction f1
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FIG. 3. (Color online) Variance of TWD as a function
of dimensionless time by: kMC simulations; integration
of MF composite expression (CE) (45) with Eq. (46) and
f = f0 + f1/g, and Eq. (19) of linearized model (LM), for
g = 1650, 4800, 8400 and c = 100. For stronger step interac-
tions (lower part of figure), the TWD becomes narrower.
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FIG. 4. (Color online) Time-dependent TWD as a function
of terrace width variable, s, for fixed intermediate time t by:
kMC simulations; and MF time-dependent composite expres-
sion (CE) by Eq. (45) with Eq. (46) and f = f0 + f1/g for
g = 1650, 4800, 8400 with c = 100. In kMC simulations, the
TWD is computed after 2500 iterations of the algorithm; and
values of b are fit to the steady-state TWD (see Appendix C).

to the average value f0 = 1 grows larger, causing a con-
sistent shift of the peak of the TWD to the left (see Eqs.
(43) and (54)).

VII. DISCUSSION

Our main goal in this paper is the development of
analytical techniques for the approximate solution of
stochastic equations for fluctuations of steps on vicinal
surfaces. A crucial quantity is the TWD. To enable some
analytical treatment of the governing equations, we re-
strict attention to 1D geometries.
The starting step-flow model and approximation

schemes are amenable to direct extensions in 1D. For ex-
ample, the effect of material deposition can be included
in the step motion laws. In this case, the increase of
deposition flux causes narrowing of the TWD [7] and,
hence, contributes qualitatively in a fashion similar to an
increase in the step interaction strength, g. Further, a
contribution to the noise terms stems from fluctuations
in the number of deposited atoms [34]. The joint effect
of deposition and dipolar step interactions is expected
to result in an asymmetry of the TWD (in s), in con-
trast to the Gaussian TWD found via a linearized model
in Refs. [7, 10]. Richer kinetics such as evaporation and
step permeability [35] can be included in the formulation.
Our model and analysis have limitations. A funda-

mental question is to what extent our 1D model can be
connected to the 2D dynamics of actual surfaces, and
hence for which observable phenomena it can account.
One indication of the inadequacy of the 1D model to fully
describe 2D step fluctuations is the appearance of a sin-
gularity of the TWD, P (s), at zero terrace width (s = 0).
Since this singularity is integrable, it does not cause any
problems in computing the moments of P . Furthermore,
this behavior forces the TWD and all its space derivatives
to vanish as the terrace width approaches zero. However,
step meandering in 2D is expected to “regularize” the be-
havior of the TWD near s = 0.
We make use of formal expansions in negative powers

of the interaction strength, g, after we apply a decorrela-
tion ansatz for terraces. The modification of the FPE for
the TWD by terrace correlation effects is not considered
here. To include correlations, one needs to update the
5-terrace joint probability density via the corresponding
evolution equation of the BBGKY hierarchy and possible
application of a partial decorrelation ansatz. This task
is left for near-future work.
Despite the above limitations, our analysis could be

useful in understanding quantitative features of certain
quasi-1D step systems similar to those in Refs. [3, 36].
The time dependent, composite TWD (45) expresses the
interplay between mass transport and step interactions
via parameters c and g, respectively. Hence, for sys-
tems in which step-step interactions are the dominant
force driving evolution [3], fitting experimental data with
Eq. (43) should indicate the mass transport mechanism
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via the expression c = D〈w〉−1/(k−1
− + k−1

+ ), as well as
the interaction parameter g.
We expect that our analysis is also useful in under-

standing more general, qualitative features of 2D step
systems. The underlying hypothesis of statistical inde-
pendence would reasonably hold for smooth steps in 2D.
Thus, it is conceivable that our technique and MF pre-
dictions are reasonably applicable to 2D geometries. For
example, the asymmetry of the TWD because of step in-
teractions, as well as the narrowing of the TWD with the
increase of the step interaction strength, g, should per-
sist in 2D. In particular, our prediction that the terrace
width variance scales as 1/g should hold in a 2D setting.
It should be stressed, however, that modeling noise in

2D introduces subtle issues and more elaborate governing
equations [4, 5]. Reconciling the BCF picture with noise
in 2D is a largely unexplored area. In the same vein,
an issue not addressed here is the possible dependence of
the diffusion coefficient on the terrace width in 1D. This
would require choosing between, e.g., Stratonovich and
Itô stochastic calculus [15]. Our relatively simple model
of noise circumvents this complication.
Our analysis shows in a minimal setting how the mean

field, f , necessary to decouple the stochastic equations of
motion is influenced by nonlinearities stemming from the
step interaction energy. Because of the interaction, the
self-consistent mean field does not in principle coincide
with the average terrace width. In fact, corrections for
this f beyond the terrace width average are shown here to
be important. In this vein, the use of a linearized model
has shortcomings, which we detect via comparisons with
kMC simulations.
It is tempting to compare our analytical results for the

steady-state TWD to previous proposals involving the

generalized Wigner surmise, P (s) ∝ s%e−b%s
2

; see, e.g.,
[6]. Within the 1D model studied here, our computed
TWD resembles qualitatively the Wigner surmise for
large enough values of the step-step interaction strength,
when both TWDs tend to become symmetric; see Fig. 5.
Further comparisons motivate the use of a 2D geometry
and lie beyond our present scope.
Our analysis brings forth a close relationship between

step flow SDEs and kMCmethod in 1D. In Ref. [7] the au-
thors compare qualitatively the prediction of a linear 1D
stochastic model with 2D kMC simulations when there
is material deposition. Our work indicates a more direct,
quantitative relation between the two approaches (ana-
lytical and kMC one), since the corresponding models are
both 1D.

VIII. CONCLUSION

In this paper, we formulated and analyzed a 1D
stochastic model of interacting steps on a vicinal crystal.
The starting point was the BCF theory, enriched with
elastic-dipole step interactions and ad hoc conservative
white noise. First, we linearized the governing equations
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0
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kMC
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ρ = 250 (WS)

kMC
g = 4800 (CE)
ρ = 140 (WS)
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g = 1650 (CE)
ρ = 50 (WS)

P

s

FIG. 5. (Color online) Predictions for TWD: mean-field CE
given in Eq. (43), and generalized Wigner surmise (WS),

P (s) = N% s
%e−b%s

2

(N%: normalization constant); the
coefficient b% provides unit mean [6].

of terrace motion and derived the TWD for the resulting,
coupled system of SDEs. Second, by perturbation the-
ory for strong step interactions, we considered the effect
of nonlinearities by employing, within a terrace decor-
relation hypothesis, a MF formalism that decouples the
SDEs. Our analysis of the TWD indicated a rich behav-
ior not fully captured by the linearized system. Third, we
compared the analytical predictions with 1D kMC simu-
lations and indicated how our model may be used to de-
termine physical parameters of quasi-1D systems. Open
questions concern the application of MF approximations
to 2D stochastic step flow models, and analysis of terrace
correlation effects and terrace-width-dependent noise.
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Appendix A: On circulant matrices

In this appendix, we derive Eq. (16) in detail on the
basis of standard theory for circulant matrices. For any
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square, circulant matrix M , we apply the formula [37]

|eM |2 =
1

N
tr[(eM )

T
eM ] =

1

N
tr[eM

T+M ]

=
1

N

N−1∑

k=0

eλk , (A1)

where tr denotes the trace and λk are the eigenvalues
of the matrix MT +M , taking into account that circu-
lant matrices commute. Thus, it would be desirable to
determine an M such that XeY ≡ eM .
Specifically, now consider the quantity in question,

|XeY |2 = N−1tr
[
XXT eY

T+Y
]
, (A2)

whereX, Y are square, circulant matrices. Because X̃ =
XXT is symmetric and circulant, its eigenvalues ϑj are

ϑj = Fj,kX̃k,0 , j = 1, . . . , N , (A3)

where F = [Fj,k] is the discrete Fourier transform ma-
trix, whose elements are Fj,k = exp[−2πi(jk)/N ]. Since

X̃0,k = X̃0,N−k, the eigenvalues ϑj are real.

Next, we compute the logarithm of X̃ by the formula
[38]

ln(X̃) = F ln(F−1X̃F )F−1 ,

where F−1X̃F = diag(ϑk), a diagonal matrix. Since
this last matrix is diagonal, taking its logarithm amounts
to taking the logarithm of its diagonal elements. For
complex eigenvalues, we consider the principal branch
of the logarithm for definiteness [39]. Furthermore, we

assert (trivially) that ln(X̃) is circulant.
Thus, we have

X̃eY
T+Y = eln(X̃)+Y

T+Y . (A4)

In view of Eq. (A1) with M = eln(X̃)+Y , we infer that

|XeY |2 = N−1tr
[
XXT eY

T+Y
]

=
1

N

N−1∑

k=0

eln(ϑk)+λk =
1

N

N−1∑

k=0

ϑke
λk .

Appendix B: Computations of variance

In this appendix, we compute the variances of: (i) the
linearized model by Eq. (19); and (ii) the leading-order
MF TWD from Eq. (40). We also show that a first-order
scheme for a conservative noise in the linearized model
leads to an unbounded variance. Further, we compute
the normalization constant N0 = N0(g, c) introduced in
Eq. (40).

1. Linearized model

a. Second-order conservative noise

Consider Eq. (19), which stems from the circu-
lant diffusion coefficient Q = [Qj,k] with first row
[2,−1, 0, . . . , 0,−1]. We now derive an asymptotic for-
mula for gct� 1. The major contribution to integration
arises from the endpoints y = 0, 1. Thus, we have

σ2
lin(t) ∼

1

2gc

[
1−

∫ ∞

−∞

e−32π4gcty
4

dy

]

=
1

2gc

[
1− Γ(1/4)

29/4π
(gct)

−1/4

]
, (B1)

where Γ(z) is the usual Gamma function [40].
Alternatively, we can evaluate σ2

lin(t) exactly in terms
of series involving modified Bessel functions, Il(z).
Specifically, by making use of the relation [32]

ez cos θ = I0(z) + 2

∞∑

l=1

Il(z) cos(lθ) ,

where 0 ≤ θ < 2π, and the orthogonality of trigonometric
functions, we obtain

σ2
lin(t) =

1

2gc
− e−12gct

[
I0(16gct) I0(−4gct)

+

∞∑

l=1

I2l(16gct) Il(−4gct)

]
. (B2)

This expression is particularly useful for 0 < gct � 1,
since Il(z) = O(zl) as z → 0 and the above series
provides a MacLaurin-type expansion. Note that for-
mula (B2) may not be used for gct � 1; direct recourse
to asymptotic formula (B1), and possibly higher-order
terms, is advisable in this case.

b. First-order conservative noise and divergence

We now show that when the diffusion coefficient Q en-
tering SDEs (13) is the circulant matrix with first row
[1,−1, 0, 0, . . .], the corresponding variance for any ter-
race diverges as O(t1/4) in the limit t → ∞. To derive
this result, we make use of Eq. (16) and let N → ∞. We
then evaluate the variance asymptotically for large gct.

The matrix Q̃ = QQT is circulant and has first row
[2,−1, 0, ...0,−1]; the eigenvalues are computed by ϑk =

Fk,l Q̃l,0 where Fk,l = exp[−2πi(kl)/N ] (see Appendix
A). Recall that the A entering Eq. (13) is circulant,
and its first row is [6,−4, 1, 0, . . . , 0, 1,−4]. Thus, the
eigenvalues of A are equal to [1− cos(2πk/N)]2. Hence,
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application of Eq. (16) yields

σ2
lin(t) =

1

gc

∫ gct

0

2

N

N−1∑

k=0

[
1− cos

(
2πk

N

)]

×e−8τ ′[1−cos(2πk/N)]2 dτ ′ . (B3)

Taking the limit of the last formula as N → ∞, we find

σ2
lin(t) =

2

gc

∫ gct

0

∫ 1

0

[1−cos(2πz)] e−8τ ′[1−cos(2πz)]2 dz dτ ′.

(B4)
Evidently, for finite t, the variance is bounded; more pre-
cisely, σ2

lin(t) ≤ 4t.
To evaluate σ2

lin(t) for gct� 1, we fix some intermedi-
ate time t0 = O(1) and rewrite Eq. (B4) as

σ2
lin(t) = σ2

lin(t0) +
2

gc

∫ gct

gct0

∫ 1

0

[1− cos(2πz)]

×e−8τ ′[1−cos(2πz)]2 dz dτ ′ , (B5)

where σlin(t0) = O(1). The second term on the right-
hand side of Eq. (B5) can be approximated asymptoti-
cally with ease, since τ ′ ≥ gct0 � 1. By the identity
1 − cos(2πz) = 2 sin2(πz), symmetry of the integrand
about z = 1/2 and the change of variable x = sin(πz),
Eq. (B5) is recast to

σ2
lin(t) ∼ σlin(t0)

2 +
8

π gc

∫ gct

gct0

∫ ∞

0

x2√
1− x2

e−32τ ′x4

dx dτ ′

∼ σlin(t0)
2 +

8

π gc

∫ gct

gct0

∫ ∞

0

x2e−32τ ′x4

dx dτ ′ (B6)

where we used (1− x2)−1/2 = 1 + o(1) in the integrand,
since for fixed τ ′ � 1 the major contribution to inte-
gration in x arises from x = 0. In Eq. (B6), the inner
integral may be computed exactly to yield [40]

σ2
lin(t) ∼ σ(t0)

2 + g−1
c

∫ gct

gct0

Γ(3/4)

4π(2τ ′)3/4
dτ ′ . (B7)

Further integration furnishes the anticipated behavior
σ2
lin(t) = O[(gct)

1/4] as gct→ ∞.

2. MF approximation

In this subsection, we derive Eq. (41), the leading-order
variance for the steady-state TWD, P0(s). By Eq. (39),
we write the MF variance from Eq. (40) as

σ2
0 = N0

∫ ∞

0

(y − 1)2

× exp

{
g

3

∫ y

1

[
4

ξ + c
+

2

c+ 1

] [
1

ξ3
− 1

]
dξ

}
dy

= N0

∫ ∞

0

(y − 1)2 exp

(
g

3

∫ y

1

A(ξ, 1) dξ

)
dy. (B8)

Next, we compute integral (B8) by a change of variable.
So, define the mapping y 7→ v where

v(y) =
g

3

∫ y

1

A(ξ, 1) dξ , (B9)

v(y) → 0 as y → 1, and

v(y) → −∞ as y → 0 or y → ∞ .

Note that y(v) is a double-valued function of v. To render
y(v) single valued, one must restrict y in (0, 1) or (1,∞)
(i.e., on the left or right of the maximum of P0(s), as
suggested by Fig. 2). Hence, we write Eq. (B8) as

σ2
0 = N0

∫ 1

0

(y − 1)2ev−(y) dy

+N0

∫ ∞

1

(y − 1)2ev+(y) dy

=
3

g
N0

{∫ 0

−∞

[y(v−)− 1]2
ev−

A(y(v−), 1)
dv−

−
∫ 0

−∞

[y(v+)− 1]2
ev+

A(y(v+), 1)
dv+

}
, (B10)

where v+(−) represents values of v if y > 1 (0 < y < 1).
Regarding the normalization constantN0, we note that

N0

[∫ 1

0

ev−(y) dy +

∫ ∞

1

ev+(y) dy

]

=
3N0

g

[∫ 0

−∞

ev−(y)

A(v−, 1)
dv− −

∫ 0

−∞

ev+(y)

A(v+, 1)
dv+

]

= 1. (B11)

The task is to compute N0 and thereby σ2
0 . Since

dy = 3 dv±/βA(y(v±), 1), the transformed integrand as
a function of v± exhibits a singularity as v± → 0.
We first derive an explicit expression for y as a function

of v±. By the definition of v(y), Eq. (B9), for large g
we expect that the major contribution to integration in
Eq. (B11) stems from a neighborhood of v± = 0, or y =
1. Hence, by Taylor expanding the right-hand side of
Eq. (B9) around y = 1 we have

y − 1 = ±
√

−(c+ 1)v±
3β

+O(β−1) , (B12)

as v± → 0. So, we obtain the simplified expression

gA(y(v±), 1)

3
∼ g

3


 4

c+ 1±
√

−(c+1)v±
3g

+
2

c+ 1




×



(
1 +

√
−(c+ 1)v±

3g

)−3

− 1




∼ ± 2

√
−3gv±
c+ 1

as v± → 0 . (B13)
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Thus, to leading order in g, we assert that

1 =

∫ ∞

0

P0(y) dy ∼ N0

∫ 0

−∞

√
c+ 1

−3gv
ev dv , (B14)

which in turn implies

N0 = N0(g, c) ∼
√

3g

π(c+ 1)
. (B15)

The substitution of Eqs. (B12), (B13), and (B15) into
Eq. (B10) yields formula (41).

Appendix C: Kinetic Monte Carlo simulation

In this appendix, we provide some details on our 1D
kMC method. This algorithm follows the general meth-
ods set forth in Refs. [17, 41, 42]. We consider a system
of descending steps (Fig. 1), which are viewed as particles
at positions xj on a lattice with spacing ∆x in 1D. We
apply screw periodic boundary conditions, so that when a
step moves off from one end, another step re-enters from
the other end. The particles are only allowed to move to
lattice sites, and overlaps and crossings are prohibited.
We proceed to prescribe the particle kinetics. The jth

step is assigned two energy barriers, Ej(±∆x): one for
the step to move right (+) and another barrier for the
step to move left (−). Each of these barriers forms a
linear combination of four repulsive energies, each pro-
portional to the inverse distance squared between a given
step and one of its four nearest neighbors, i.e.,

Ej(±∆x) =

j+2∑

k=j−2
k 6=0

b

|xj ±∆x− xj+k|2
− b

|xj − xj+k|2
, (C1)

where b is an adjustable parameter with units of energy.
By Eq. (C1), if a step is one lattice site (distance ∆x)
away from one of its nearest neighbors, the energy barrier
for closer approach becomes infinite, prohibiting move-
ment. Thus, for each of the two directions that a step is
allowed to move to, we define the transition rate

Rj(±∆x) = exp

(−Ej(±∆x)

kBT

)
. (C2)

This definition comes from standard transition state the-
ory [17, 42]. The underlying concept is that a particle in
a statistical ensemble at temperature T will be excited
to the energy of the barrier with probability given by
the usual Arrhenius formula. It is assumed that, having
reached the peak of the barrier, the step makes a transi-
tion to the neighboring state with probability one.
We subsequently define two “movement classes” for

right- and left-moving particles (steps). The correspond-
ing total rate is taken to be

R±
tot =

∑

j

Rj(±∆x) . (C3)

Transitions requiring infinite energy do not contribute to
this sum. After division by R+

tot + R−
tot, Eq. (C3) yields

the probability that some step moves either left or right.
Three random numbers between 0 and 1 are generated

and used in the following way. The first number deter-
mines from which movement class to select a particle to
move according to the relative ratios of the two total
class rates. The second random number picks the par-
ticle within the movement class that will move. Lastly,
the third number, say r3, determines for how long (in
simulation time) the transition occurs according to the
relation ∆t = −ωvib ln(r3), where ωvib characterizes how
often the step attempts to leave its lattice site. The con-
stant ωvib is kept at a fixed value (equal to 10 in our
simulations), since the time scaling of the simulation can
be chosen at will.
After performing these tasks, we update the position of

each step and iterate the procedure for a specified num-
ber of times. For the b entering Eq. (C1) we use values
ranging from 1 × 100 to 2 × 106. These high numbers
might seem puzzling. However, our 1D model does not

follow adatoms but steps. For the sake of comparisons
with our analytical results, we fix the number of steps
at 50, with a uniform, initial spacing of 100 lattice units
(length 100∆x). The large initial step spacing is due to
the need to have fine scale resolution of the kMC TWD
peak in order to compare it with the analytically derived
TWD.
To reach the steady state, we run simulations of 5×104

and 105 iterations; we average over (1− 2)× 104 runs. A
characteristic feature of these runs with 0 < b ≤ O(102) is
a tendency exhibited by the TWD to approach a Poisson
distribution for long times, with the TWD peak mov-
ing nearly to zero terrace width. The singular interac-
tion, however, always prevents the steps from touching
or crossing, and hence the TWD goes sharply to zero
for zero terrace width. With increasing interactions, the
peak tends not to move as far left (close to the origin),
and the system equilibrates much more quickly.
Fitting the analytic TWD’s (20), (40), or (43) to the

kMC TWD requires the determination of both the pa-
rameters c and g. Recall that g is a measure of the
interaction strength, while c is a length expressing the
interplay between diffusion and attachment-detachment
processes of adatoms. We cannot estimate a priori what
value of c corresponds to our kMC simulation because
the algorithm follows steps and not adatoms.
Since the peak of the kMC TWD moves left of the

initial width for all values of b studied, neither of the
analytic expressions (20) or (40) provides a good fit to
the kMC TWD except when b = O(106) (when all of
the analytic TWD’s approach a Gaussian distribution).
Hence, the composite TWD (43) is used in all cases to
determine c and g. We find that for any fixed c ≥ O(10),
g may be used as the sole fitting parameter, and that
for fixed b, changing the value of c (c ≥ O(10)) does not
noticeably change the fit, provided the ratio g/c is con-
stant. This last observation is justified by examination
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of Eqs. (42) and (43); when c ≥ O(10), the correction
to the mean field f1/g scales approximately as c/3g, and
gA(s, f) ≈ (6g/c)(s−3−f−3(s)). In the end, for our kMC
simulation we have 1650 ≤ g ≤ 8400.
For values of c < O(10), the peak of the analytic solu-

tion is to the left of the kMC TWD peak, and no value
of g provides a good fit. Hence, our kMC simulation cor-
responds to a system in which attachment-detachment
limited kinetics are the dominant mass transport mech-
anisms.
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[2] A. Kühnle, Current Opinion Coll. Interface Sci. 14, 157
(2009).

[3] H.-C. Jeong and E. D. Williams, Surf. Sci. Rep. 34, 171
(1999).

[4] O. Pierre-Louis and C. Misbah, Phys. Rev. B 58, 2259
(1998).

[5] T. Ihle, C. Misbah, and O. Pierre-Louis, Phys. Rev. B
58, 2289 (1998).

[6] A. Pimpinelli, H. Gebremariam, and T. L. Einstein,
Phys. Rev. Lett. 95, 246101 (2005).

[7] A. BH. Hamouda, A. Pimpinelli, and T. L. Einstein, Eu-
rophys. Lett. 88, 26005 (2009).

[8] P. Nozières, in Solids Far from Equilibrium, edited by C.
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